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We report the first measurement of the differential cross section d2σ(Eν)/dcos(θµ)dPµ for in-
clusive muon neutrino charged-current scattering on argon. This measurement utilizes data from
6.5×1020 protons on target of exposure collected using the MicroBooNE liquid argon time projection
chamber located on-axis in the Fermilab Booster Neutrino Beam with a mean neutrino energy of
approximately 0.8 GeV. In this note, the mapping from reconstructed kinematics to truth quantities,
particularly from reconstructed to true neutrino energy, is validated by comparing the distribution
of reconstructed hadronic energy in data to that of the model prediction in different muon scat-
tering angle bins after conditional constraint from the muon momentum distribution in data. The
success of this validation gives confidence that the missing energy in the MicroBooNE detector is
well-modeled within its uncertainties in simulation, enabling the unfolding to an energy-dependent
triple-differential measurement over muon momentum, muon scattering angle, and neutrino energy.
The unfolded measurement covers an extensive phase space, providing a wealth of information useful
for future LArTPC experiments measuring neutrino oscillations. Comparisons with model predic-
tions show the best agreement with Neut 5.4.0.1 at low energy, and with NuWro 19.02.01 at higher
energies, particularly at forward muon scattering angles.
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Precision modeling of neutrino-nucleus interactions is necessary to achieve the goals of future accelerator neutrino
oscillation experiments. In particular, the search for leptonic charge-parity (CP) violation may be limited by cross-
section model uncertainties [1], as the measurement of oscillation parameters relies on accurate modeling of neutrino
interactions [2, 3]. In the energy range of 0.1-5GeV, the dominant modes of neutrino interactions can be difficult to
model because of various nuclear effects. Typical examples include nuclear ground state modeling, nucleon-nucleon
correlations, and final state interactions [4]. Efforts to simulate these interactions accurately would benefit from
dedicated measurements that probe the relevant phase space. Since charged current (CC) neutrino interactions are
predominant in measuring neutrino oscillations, it is important to validate neutrino interactions over a combined
leptonic and hadronic kinematics phase space. For inclusive �� CC scattering, there are three degrees of freedom
determining the complete interaction kinematics: the scattering muon momentum (P�) and angle (��) that are directly
measured, and the neutrino energy (E�) that is deduced with the measurement of the hadronic energy. The accurate
reconstruction of the neutrino energy is of particular importance to flagship neutrino oscillation measurements [5, 6],
which motivates this work.

There have been continuous advancements in the field of inclusive and exclusive neutrino-nucleus scattering (see
Ref. [7–10] among others for recent progress). The measurement most relevant to this note is the triple-differential
cross section [11] measured on carbon at MINER�A where the independent variables are the muon kinematics and the
total observed proton energy. On an argon target, single and double differential �� CC inclusive cross sections [12–
15] have been reported. The measurement presented here expands upon the work measuring energy-dependent
cross sections in Ref [15], which uses a measurement space of true neutrino energy. Specifically, we report the first
measurement of a nominal-flux averaged inclusive �� CC triple differential cross section on argon, measured over E� ,
P�, and cos(��). Neutrino events are selected using the �� selection described in [16] with E� 2 [0:2; 4:0]GeV and
P� 2 [0; 2:5]GeV/c, giving an overall selection efficiency of 68% and purity of 92%. The estimation of the neutrino
energy uses measurements of the visible hadronic energy (Erechad) and P�. Thanks to high statistics in this sample and
comprehensive coverage of the 3D phase space, we extend the validation procedure first presented in [15] from single
to multiple dimensions. The procedure works by comparing the reconstructed distribution in data with the model
prediction through the use of �2 goodness-of-fit test statistics to demonstrate that the model uncertainties cover the
difference between data and prediction.

The MicroBooNE detector is a 2:56m (x)� 2:32m (y)� 10:36m (z) Liquid Argon Time Projection Chamber
(LArTPC) filled with 85 tonnes of LAr that is capable of �mm-level position resolution as well as calorimetry
with �MeV-level detection threshold. Ionization electrons drift in a 273V/cm electric field towards an anode con-
sisting of 3 detection planes of wires at 60◦ angles to each other with a wire pitch of 3mm. 32 PMTs are used
to detect the scintillation light from the interaction to provide a prompt timing signal. The detector is situated
470 m downstream of the Booster Neutrino Beam (BNB) at Fermilab, which accelerates protons up to 8GeV in a
synchrotron before colliding with a beryllium target. A magnetic horn focuses the produced �+ and K+ that create
neutrinos with a peak E� of 0.8GeV, with 93.6% estimated to be ��.

The event selection used in this analysis is the same as used in one of the electron Low Energy Excess searches [16],
and was performed on a data set collected from 2015-2018 using an exposure of 6:5� 1020 protons on target (POT),
an order of magnitude larger than the previous work [15]. The Wire-Cell reconstruction chain leverages the detector
information through the use of tomography [17], many-to-many matching of TPC-charge clusters to PMT-light flashes,
and trajectory fitting for particle identification and cosmic-ray removal [18]. Higher-level algorithms perform pattern
recognition, neutrino vertex identification, topology classification, and particle identification to produce a particle flow
within an event [19]. A boosted decision tree based library XGBoost [20] is then used to further reduce backgrounds
to achieve the �� CC selection. The selection is described in more detail in [16].
Energy reconstruction is crucial for the extraction of energy-dependent cross sections [15] as well as for the search

for new physics beyond the Standard Model [16]. In general, energy reconstruction can be separated into the recon-
struction of electromagnetic (EM) showers and of particle tracks. The estimation of EM shower energy is derived
from the total associated charge with a scaling factor [21] of 2.5, which includes the overall mean recombination effect
as well as contributions for clustering efficiency and detection threshold, and is validated through the reconstructed
invariant mass of the neutral pion [22]. By default, particle tracks have their energy estimated from the propagation
length using the Bethe-Bloch equations as tabulated in the NIST PSTAR database [23]. This method is substituted
with a recombination-based approach in a few cases, including short tracks (< 4 cm), tracks exiting the detector,
tracks with a “wiggled” topology [19], and muon tracks with identified � rays. The recombination-based approach in-
tegrates the energy loss per unit length dE=dx along the particle track after converting from the measured dQ=dx [18]
using a recombination model [24]. For the reconstruction of E� , the particle masses are taken into account as well
as an average binding energy of 8.6MeV per proton [25]. Energy resolutions are estimated from Monte Carlo (MC)
simulation [26]. For �� CC events that are fully contained (FC) within the detector, there is an estimated �10%
resolution for muon energy, �30-50% for energy transfer resulting from imperfect reconstruction and missing hadronic
energy Emissinghad , and �20% for E� . The angular resolution reaches 5o in �� at forward angles, but is less accurate at
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backwards angles.
The neutrino flux prediction is derived from the MiniBooNE flux simulation [27] updated to the MicroBooNE

detector location. It includes the production of p, n, �±, K±, and K0
L from p-Be interactions, as well as their

propagation using Geant4. Hadronic and EM re-interactions are modeled along with the effects of the magnetic field
on particle trajectories. Neutrino production through meson decay is simulated including the effect of polarization
of the mesons. Flux prediction uncertainties total to 5-15% over the flux range. Neutrino-argon (�-Ar) interactions
are modeled using GENIE version 3.0.6 G18 10a 02 11a tuned to T2K data [28], given the similar energy range.
The modeling of hadronic interactions are conservatively estimated, with proton-to-neutron and proton knockout
having 50% and 20% uncertainties respectively [29, 30], leading to an overall �20% �-Ar interaction uncertainty.
The modeling of uncertainties on flux, cross section, and secondary interactions of protons and charged pions outside
the target nucleus (simulated with Geant4) are computed using a multisim technique [31] to calculate a covariance
matrix. Additionally, there are uncertainties included for the model MC sample statistics that are estimated using
the Poisson likelihood method [32], the modeling of “dirt” events originating outside the cryostat [33], the POT (2%)
based on measurements of the originating proton flux [27], and the number of target nuclei (�1%).
The detector response uncertainty considers the same effects as in the previous work [15, 34], taking into account

the impact of variations in TPC waveform, light yield and propagation, the space charge effect [35, 36], and ionization
recombination [24]. The overall detector response is estimated using the MicroBooNE model, where the simulated
neutrino interactions are paired with measurements of cosmic events in data. This produces a sample with a high
level of fidelity, but limits the quantity of simulation by the amount of background events available. To compensate
for the limited MC statistics, the uncertainty in detector response is estimated using a unisim technique [37] to vary
model parameters one at a time together with re-sampling of events through a bootstrapping procedure, discussed in
Ref. [16]. For each effect listed above, a 1� deviation in the parameter value is chosen based on observed variation
within the data, and a fixed set of MC events is simulated both with the parameter central value (CV) and with the
1� variation offset. These MC events are re-sampled to estimate the difference between CV and 1� variation, called

a difference vector, for each iteration. The mean of the difference vectors across all re-sampled iterations, ~V nominalD ,
represents an estimator of 1� uncertainty caused by the detector response, with corresponding covariance matrixMR.

Instances of ~VD are generated by re-sampling from a normal distribution based on ~V nominalD and its uncertainty MR

for each detector effect to construct the overall detector response covariance matrix MD.
Because of the large number of bins involved in a triple-differential analysis, the number of events per bin is small,

causing the statistical fluctuations in ~V nominalD and therefore MR and ultimately MD to be very large. To address

this, a Gaussian Processes Regression [38–40] (GPR) smoothing algorithm is applied to the distribution in ~V nominalD ,
smoothing the statistical fluctuations introduced by the bootstrapping procedure. GPR uses a Bayesian approach
to model the data with a joint Gaussian distribution and an uninformed prior. A smoothed posterior is computed

from the simulated values of ~V nominalD as well as a kernel matrix ΣK that asserts our intuition of smoothness between

nearby bins through a radial basis kernel function K(x1; x2) = e−|(~x1−~x2)·~s|2=2. Based on reconstruction resolutions,
length scales Li were chosen to be 0.1 in cos(��) and 20% for each of E� and P� to calculate si = 1=Li. The

central value and covariance of the posterior prediction are used in place of the original ~V nominalD and MR. Because
of GPR smoothing, statistical fluctuations are controlled and become less impactful in MD, reducing the overall
detector response covariance from �100% to �50%. The validity of this reduction is tested through the data/MC
goodness-of-fit (GoF) tests.

Since the MicroBooNE model is used to estimate the selection efficiency and unfold the reconstructed variables such
as Erec� to truth quantities, it is important to validate its accuracy. If the model (including uncertainties) is unable to
describe the distribution in data, it may introduce significant bias beyond the uncertainties into the extracted cross
sections. Therefore, a comprehensive set of data/MC comparisons using the reconstructed kinematic variables P�,
cos(��), and the energy transferred to the hadronic system, Erechad, are investigated demonstrating the validity of the
model. This procedure extends the work in Ref. [15] to multi-dimensional distributions to probe the 3D phase space
being unfolded.

Because of the existence of missing energy (e.g. undetected neutrons and particles below the detection threshold),
the mapping from reconstructed to truth E� needs special attention. This mapping can be tested through the
combination of a GoF test over the muon kinematics with a GoF test over Erechad. The first test, shown in Fig. 4 in
Appendix C, over the 2D fP�; cos(��)g distribution, gives a �2=ndf of 99/144, demonstrating that the model is able to
describe the muon kinematics distribution seen in data well within the model uncertainties. The second test, shown in
Fig. 1, is performed over the 2D fErechad; cos(��)g distribution and is constrained by the muon kinematics measurement
using the conditional constraint formalism [41]. It similarly demonstrates a �2=ndf of 123/144 after applying the
constraint, indicating that the model describes the relationship between fP�; cos(��)g and Erechad in data within its
uncertainty. The constraint highly suppresses the common uncertainties between these distributions, such as those in
the flux prediction, causing the posterior prediction to have much lower uncertainties and leading to a more stringent
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examination of the model. The model validation tests showing an accurate description of muon kinematics, combined
with the accurate modeling ofE rec

had in relation to f P� ; cos(� � )g, validates the modeling of the missing hadronic energy
to describe the data within its uncertainty, and ensures that the unfolding does not introduce bias beyond quoted
uncertainties.

MicroBooNE 6 :5 � 1020 POT, Preliminary

FIG. 1. Distribution of data and prediction over the 2D reco-space binning of f E rec
had ; cos(� � )g for fully contained events. The

MicroBooNE model prediction, including before (red) and after (blue) applying the measurement of the data distribution over
f P� ; cos(� � )g as a constraint, are quantitatively compared with data.

The triple-di�erential cross section is extracted using Wiener-SVD unfolding [42] with the equation:

M i � B i =
X

j

Rij � Sj =
X

j

e� ij � eFj � Sj : (1)

where M i and B i are the number of measured events and expected background events respectively in reconstructed
bin i , and Sj is the signal vector in truth bin j . The response matrixRij can be separated intoe� ij , the fraction of
events that are generated in binj and reconstructed and selected in bini , computed from the distribution of MC
events, and a constant eFj that is calculated from the POT, number of argon nuclei, integrated � � 
ux in bin j , and
bin width. The unfolding is performed by minimizing a test statistic:

� 2 = ( M � B � R � S)T � V � 1 � (M � B � R � S) + Treg (2)

where V is the total covariance matrix of the measured number of events in the reconstructed binning.Treg is a
regularization term constructed using the Wiener �lter [42] and the third derivative of the unfolded distribution w.r.t.
each E � , cos(� � ), and P� , which are further combined in quadrature. The covariance matrix includes statistical
uncertainties, computed using the combined Neyman-Pearson method [43], as well as systematic uncertainties for
signal and background events. The bias introduced in unfolding and regularization is captured in an additional
smearing matrix AC that is applied to every theoretical prediction.

The unfolded cross section consists of 138 bins spanning 4E � slices, 9cos(� � ) slices, and 3-6P� bins within each
f E � ; cos(� � )g slice based on the statistics available. The binning was chosen by taking as a starting point thecos(� � )
and P� binning from the previous double-di�erential cross section analysis [14] and theE � binning from the previous
energy-dependent di�erential cross section analysis [15], both of which are chosen in accordance with the MicroBooNE
detector resolution. To maintain adequate statistics in each bin, we �rst merge someE � bins, and then determine
the allowed number ofP� bins within a given f E � ; cos(� � )g slice. The full di�erential cross section is shown in Fig. 2,
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� = 0 :2 � = 0 :3 � = 0 :4

� = 0 :4 � = 0 :6 � = 1

� = 1 :5 � = 1 :5 � = 2

MicroBooNE 6 :5 � 1020 POT, Preliminary

FIG. 2. Unfolded di�erential cross section measurement and NuWro prediction, chosen for having the lowest � 2 , are shown
within each angle slice and with each E � measurement overlaid and o�set to visually separate them. The magnitude of the
o�set �, given in the same units of 10 � 36 cm2 /GeV/Ar, is listed in the bottom right of each plot.

TABLE I. Comparisons between various models and the unfolded triple-di�erential measurement.

Model Name � 2 /ndf
GENIE v2.12.10 740.8/138
GENIE 3.0.6 G18 10a 02 11a (MicroBooNE tune) 313.9/138
GENIE 3.0.6 G18 10a 02 11a (untuned) 309.7/138
GiBUU 2021 265.6/138
NEUT 5.4.0.1 233.1/138
NuWro 19.02.01 200.9/138

where the 9 windows correspond to increasingly forward-angle slices, and within each window theP� distribution is
plotted for each of the four E � slices, o�set by an arbitrary scaling (�) for visual clarity. The data is plotted against
the NuWro 19.02.01 prediction, which has the best agreement with the data, as measured by the� 2 listed in Table I.

Table I gives comparisons with model predictions for GENIE v2.12.10, GENIE 3.0.6 G1810a 02 11a [29, 44], NuWro
19.02.01 [45], NEUT 5.4.0.1 [46], and GiBUU 2021 [47]. A comparison of the underlying physics models in these event
generators can be found in Ref. [48]. The unfolded triple-di�erential measurement is found to be in tension with
all model CV predictions. NEUT and NuWro show the best agreement, followed by GiBUU, broadly similar to the
hierarchy of agreement found previously in the single-di�erential analysis[15]. Owing to the improved level of detail
available across the 3D phase space, the power of these results in di�erentiating models is signi�cantly improved with
respect to the previous single di�erential analysis [15]. To illustrate this point, the di�erential cross sections over
cos(� � ) and E � , constructed by integrating over P� and normalizing by the average neutrino energyhE � i , are plotted
in Fig. 3. A primary advantage comes from the subdivision by neutrino energy, resulting in a better separation
between the quasi-elastic and pion production processes. The quasi-elastic fraction decreases from� 75% in the
lowest energy bin to � 55% in the highest energy bin as predicted by NuWro (see Appendix C Fig. 10 for details).
While NEUT performs well at low neutrino energy, the region most similar to the T2K dataset that it was tuned
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on, GENIE v3.0.6 and NuWro have the best by-eye agreement at higher energies and particularly at forward angles.
This is a region with larger delta-resonant contributions where notable di�erences in pion production modelling exist,
especially at low Q2 and forward lepton angles [49].

MicroBooNE 6 :5 � 1020 POT, Preliminary

FIG. 3. Unfolded di�erential cross section over cos(� � ) after integrating over P� and normalizing by the average hE � i in each
E � bin.

In summary, we report the nominal-
ux averaged di�erential inclusive � � CC cross sectiond2� (E � )=dcos(�� )dP� ,
baswaed on an exposure of 6:5� 1020 POT of data from the Booster Neutrino Beam at Fermilab. This work advances
the �eld of LArTPC experiments by providing the �rst measurement over a complete 3D kinematic phase space for
the inclusive � � CC channel. This allows for a better understanding of the models and their contributions across the
available phase space. This measurement can be further expanded on in future analyses through exclusive channel
measurements, as well as through increased statistics from the both the roughly doubling of total MicroBooNE data
available and the combination of BNB and NuMI data taken at MicroBooNE. Looking further ahead, the SBN program
will provide an order of magnitude more data, allowing for even more precise cross section measurements.
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Appendix A: Goodness of Fit Plots

MicroBooNE 6 :5 � 1020 POT, Preliminary

(a)

MicroBooNE 6 :5 � 1020 POT, Preliminary

(b)

FIG. 4. Distribution of data and prediction over the 2D reco-space binning of f P� ; cos(� � )g for fully contained (top) and
partially contained (bottom) events. The MicroBooNE model prediction is quantitatively compared with data.

To ensure that the unfolded cross sections have su�cient uncertainties listed, it is important to demonstrate that the
MicroBooNE model prediction and uncertainties cover the distribution seen in data. Figs. 4 and 5 demonstrate model
validation over di�erent kinematic distributions. In each case, a � 2=ndf < 1 indicates su�cient coverage of model
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MicroBooNE 6 :5 � 1020 POT, Preliminary

(a)

MicroBooNE 6 :5 � 1020 POT, Preliminary

(b)

FIG. 5. Distribution of data and prediction over the 2D reco-space binning of f E rec
had ; cos(� � )g for fully contained (top) and

partially contained (bottom) events. The MicroBooNE model prediction, including before (red) and after (blue) applying the
measurement of the data distribution over f P� ; cos(� � )g as a constraint, are quantitatively compared with data.

uncertainties. The event selection is divided into fully- and partially-contained events, based on whether neutrino
interaction activity resides fully within the detector �ducial volume. The 9 angle slices are plotted side-by-side,
separated by vertical black bars, and arranged from backward to forward facing. The angle slice edges are given by
cos(� � ) 2 f� 1; � 0:5; 0; 0:27; 0:45; 0:62; 0:76; 0:86; 0:94; 1g. Within each angle slice are 15P� bins 100 MeV/c wide plus
an over
ow bin up to 2500 MeV.
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Appendix B: Uncertainties Breakdown
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FIG. 6. Breakdown of unfolded uncertainties by type over the unfolded 3D binning. Each subplot corresponds to the 2D
bin index over f P� ; cos(� � )g within each E � slice. Each subplot has a di�erent number of bins corresponding to the variable
number of P� bins in each angle slice, which are separated by vertical black bars, and arranged from backward to forward
facing. The angle slice edges are given bycos(� � ) 2 f� 1; � 0:5; 0; 0:27; 0:45; 0:62; 0:76; 0:86; 0:94; 1g.

These plots show the breakdown of uncertainties across the 138 unfolded measurement bins. Each subplot corre-
sponds to the f P� ; cos(� � )g bins within a di�erent E � slice.
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Appendix C: Unfolded Multi-Di�erential Cross Section Results

Fig. 7, Fig. 8, and Fig. 9 are re-visualizations of the data presented in Fig. 2, and include model predictions for
all generators, the MicroBooNE model, and the NuWro model respectively. They show the data (with uncertainties)
against various model predictions over a spacial representation of the 3D phase space. Fig 10 shows the multi-
di�erential cross section measurement against the NuWro model prediction, similar to Fig. 2. The NuWro prediction
is broken down into each interaction channel to show the size of each channel's contribution to each measurement
bin. This measurement is then integrated over theP� dimension to produce a 2D measurement shown in Fig 11 that
parallels Fig. 3. Again, the NuWro prediction is broken down into each interaction channel to show the size of each
channel contributions to each measurement bin.
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